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1. Output all log records curren
memory onto stable storage.

2. Output all modified buffer blocks to the disk.
3. Write a log record < checkpoint> onto stable storage.




Checkpoints
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most rece
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. For all transactions (starting f o]
<7;commit>, execute undo(7,. (Done only in case of
immediate modification.)

- Scanning forward in the log, for all transactions
starting from 7;or later with a <7, commit>,
execute redo(7).
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Whenever any page is about to be written for the first

time
A copy of this page is made onto an unused page.
The current page table is then made to point to the copy
The update is performed on the copy
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- Once po
written, tra

- No recovery is
transactions can start he
shadow page table.

- Pages not pointed to from current/shadow page
table should be freed (garbage collected).
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» Advantages c
> no overhead
© recovery is t
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containing old versions ¢
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Hard to extend algorithm to allow
concurrently

Easier to extend log based schemes
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We assume conc

i.e. the updates c
transactions

Otherwise how to
commits, and finally

Logging is done as desc

Log records of different transacti
The checkpointing technique and a
be changed
since several transactions may be active when a checkpoint is performed.
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For each record fot
if the record is <7;ca o-list

if the record is <7, start>, then if 7;is not in redo-/ist,
add 7,to undo-list

38 7,0; every 7;in L, if T.is not in redo-/ist, add T7,to undo-
is
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» At this poi
transaction
consists of
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undo-list.
During the scan,
belongs to a transa
. Locate the most recent <

- Scan log forwards from the <che d till the
end of the log.

During the scan, perform redo for each log record that
belongs to a transaction on redo-/ist

~~
SRR
\ \ \\ \
A \ \)\ )



Example

» Go over t

on the fc
<7, stz
<7y, A,
<7, co
<7, start
<7, B 0,
<7, start>
<7, G 0,10>
<7, G 10, 20>
<checkpoint {7, 75}>
<75 start>
<73, A 10, 20>
<73, D, 0, 10>
< 7; commit>
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» Log force is pe
transaction by fc

(including the co
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» Several log records can thus be output using
a single output operation, reducing the I/0O
cost.



Log Record Buffering (Cont.)

» The rules below must be followed if log

records are buffered:

- Log records are output to stable storage in the
order in which they are created.

> Transaction 7, enters the commit state only when
the log record
< T, commit> has been output to stable storage.

- Before a block of data in main memory is output to
the database, all log records pertaining to data in
that block must have been output to stable storage.
- This rule is called the write-ahead logging or WAL rule

- Strictly speaking WAL only requires undo information to
be output
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No updates

is output to d

Before writing a da
lock on block conta

Lock can be released once th sleted.
Such locks held for short duration are called latches.
Before a block is output to disk, the system acquires an

exclusive latch on the block
Ensures no update can be in progress on the block
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> In an area
database, C

> in virtual me
» Implementing
has drawbacks:

- Memory iIs partitio
buffer and applications,

- Needs may change, and althouc
knows best how memory should be divided up at any
time, it cannot change the partitioning of memory.
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virtual me

When operz
been modif
page is writ
When databa
buffer pafge
be read from s
database on disk,
Known as dual pa [
Ideally when swapping
operating system should pa
which in turn outputs page to datak o
swap space (making sure to output Iog records flrst)

Dual paging can thus be avoided, but common operating
systems do not support such functlonallty
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» So far we a

» Technique
volatile sto
- Periodica

- No transac
similar to c

Output al
stable stora

Output all b
Copy the conten
Output a record <c
- To recover from disk failure
restore database from most rece
Consult the log and redo all transactions that committed after the
dump
» Can be extended to allow transactions to be active during dump;
known as fuzzy dump or online dump
- Will study fuzzy checkpointing later




